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Education

University of Cambridge, BA in Computer Science October 2019 - June 2022

Grade: 2.i. Notable achievements include:
• 88% avg. in Category Theory Module.
• 97% avg. in 1st Year Maths.
• 78% avg. in 3rd year research-focused dissertation.

Carmel RC College, A-level and GCSE qualifications October 2012 - June 2019

Ranked 1st in the high school for each subject. Spanish and German qualifications taken in spare time.

Experience

Founding Team UK AI Safety Institute June 2023 - Present

Third employee at the world’s first AI Safety institute. As part of the founding team worked on headhunting,
interviewing, strategy, managing external contractors, general operations and UK public policy. Now leading
LLM agent scaffolding. Biosecurity work [4] presented at the inaugural International AI Safety Summit.

Researcher Owain Evans Research Group Febuary 2023 - June 2023

Supervised by Owain Evans, studied both the generalisation successes [2] and failures [3] of language models.
Project involved both supervised and RL finetuning of LLMs up to 65 billion parameters.

Research Assistant Center for AI Safety October 2022 - Febuary 2023

Continued work begain at UC Berkely, worked with Dan Hendrycks to produce two works [5, 6] exploring
out-of-distribution generalisation in the context of adversarial robustness.

Research Intern UC Berkeley July 2022 - October 2022

Supervised by Dan Hendrycks, worked on testing generalisation of adversarial robustness, and on building
evaluations for the cooperative tendencies of LLMs.

ML Engineering Intern, Infosys June 2021 - October 2021

Post-hoc interpretability methods, certified adversarial robustness bounds and causal methods for fairness.
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